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AUTOMATED KITCHEN SYSTEM FOR 
ASSISTING HUMAN WORKER PREPARE 

FOOD 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

This application claims priority to application No. 63/196, 
636, filed Jun. 3, 2021, entitled "AUTOMATED KITCHEN 
SYSTEM FOR ASSISTING HUMAN WORKER PRE­
PARE FOOD." 

BACKGROUND OF THE INVENTION 

2 
food items. The sensors can be selected from the group 
consisting of an infrared (IR) camera, an RGB camera, and 
a depth sensor at the food preparation area. 

In embodiments, the method further comprises pre-pro­
cessing the image data from the sensors prior to sending the 
image data to a trained model. 

In embodiments, the image data from the sensors is 
transformed into a top perspective view of the grill. 

In embodiments, the step of determining the identity and 
10 position information of the food item or food preparation 

item is performed using a trained neural network. 

This invention relates to kitchen apparatuses to assist with 15 

preparing food, and in particular to apparatuses for assisting 
food preparation and cooking in a restaurant kitchen envi­
ronment. 

In embodiments, the step of tracking evaluates whether a 
food object is occluded, and updates the location of food 
objects that are not occluded. 

In embodiments, the step of tracking computes a pre­
dicted location of the food object, and bases the computation 
of the predicted location on whether food object is station­
ary. 

In embodiments, an automated kitchen assistant system 
comprises a plurality of sensors to inspect a food preparation 
area in the kitchen environment. The plurality of sensors 
may include a combination of the same or different types of 
sensors. In one embodiment, the sensors include a plurality 

It is not uncommon for cooking errors to occur in the 
commercial kitchen or restaurant environment because 20 

many of the food preparation steps rely on the human 
worker. The human worker is responsible for many tasks 
including: recognizing each new order, identifying the food 
items and preparation steps necessary to complete the order, 
carrying out each of the steps to complete the order, timing 
each of the steps, and executing each of the above steps in 
parallel for multiple orders. 

25 of cameras operable to obtain image data of light in the 
visible spectrum wavelength range. In embodiments, the 
system further includes one or more processors to pre­
process the image data to a common perspective view. The 
processor(s) is further operable to automatically recognize 

Depending on the skill level of the human worker, the 
number of orders at a time, and complexity of the recipes, a 
number of problems arise during the food preparation not 
the least of which is a lack of precision and consistency in 
the completed entree. The human worker may forget to flip 
the steak or remove the steak weight at the precise time, 
resulting in an incorrect cooking level of the steak. 

Another important shortcoming in a typical restaurant 
kitchen is inefficiency. Human workers are generally 
unskilled at carrying out multiple orders in parallel, and 
maximizing overall efficiency. On one hand, the human 
worker may have a sense or gut instinct based on experience 

30 and provide location information for the at least one food 
item or food preparation item using the image data. 

In embodiments, the combination of sensors further 
includes a third sensor which is a depth sensor and image 
data from the depth sensor is combined with the image data 

35 from the first and second sensor. 

to fill a grill with steaks for a dinner rush in order to 40 

accommodate the multiple orders, but doing so is prone to 
error, leading to food waste for those food items not used or 
alternatively, inadvertently missing an order. In either case, 
efficiency can be improved. 

In embodiments, the image data from each of the sensors 
is made suitable to serve as an input layer for a single 
computer vision model ( e.g., a CNN) capable of recognizing 
and providing location information for the at least one food 
item or food preparation item using the image data. 

In embodiments, the image data from each of the cameras 
is transformed to another perspective ( e.g., a top view of the 
grill) prior to inputting the information to the food item 
recognition model. Transforming the perspective from each 
of the cameras to a common view allows for use of one 
trained model, thereby increasing computing speed and 

Consequently, there is still a need for improved systems 45 

for assisting human workers to prepare food in the kitchen 
environment. efficiency. 

SUMMARY OF THE INVENTION 

A method for assisting a human worker with preparing 
food comprises aiming a combination of cameras or sensors 
at a food preparation area; inspecting the food preparation 
area using the sensors to obtain image data information; 
determining identity and position information of the food 
item or food preparation item based on the image data 
information from the inspecting step; and tracking the food 
item or food preparation item. 

In embodiments, the method further comprises determin­
ing an output to command a robotic arm, instruct a kitchen 
worker, or otherwise assist in food preparation. In embodi­
ments, the command is an instruction to perform a step in a 
food preparation process for an identified food item consis­
tent with recipe information provided during set-up. 

In embodiments, a plurality of the same types of sensors 
are aimed at the food items. In other embodiments, a 
combination of different types of sensors are aimed at the 

In embodiments, the image data is transformed from the 
RGB space to the HSY space prior to inputting the infor-

50 mation to the food item recognition model. Transforming to 
the HSY space has been found to improve detection of 
various cooking by-products or cooking by-matter that is not 
always readily detectable using only the RGB image data. 
Cooking by-products include matter that is created during 

55 the cooking process whether inadvertently, accidentally, or 
anticipated. Examples of cooking by-products include, with­
out limitation, smoke, steam, fire, liquid drippings from 
cooking meats, and char on the grill. 

In embodiments, the processor is operable to automati-
60 cally recognize food objects in the food preparation area 

including food items, kitchen implements, a kitchen worker, 
or an appendage of a kitchen worker. 

In embodiments, the processor employs a trained convo­
lutional neural network to obtain identity and position 

65 information of the food item or food preparation item. 
In embodiments, multiple processors are used to perform 

the various steps performed by the processor. 
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In embodiments, after the kitchen assistant has been set up 
including the aiming of the combination of sensors at the 
food preparation area and a calibration process, it can 
operate in an autonomous manner. In embodiments, the 
kitchen assistant is adapted to perform the steps of sensing, 
inspecting, determining identity and position information, 
tracking, and determining an output to command automati­
cally and without human intervention or assistance. In 
embodiments, the kitchen assistant is further able to deter­
mine if a food preparation command has been performed 10 

and automatically determine a second food preparation 
command. 

skill in the art upon reading this disclosure, each of the 
individual embodiments described and illustrated herein has 
discrete components and features which may be readily 
separated from or combined with the features of any of the 
other several embodiments without departing from the scope 
or spirit of the present invention. In addition, many modi­
fications may be made to adapt a particular situation, mate­
rial, composition of matter, process, process act(s) or step(s) 
to the objective(s), spirit or scope of the present invention. 
All such modifications are intended to be within the scope of 
the claims made herein. 

Methods recited herein may be carried out in any order of 
the recited events which is logically possible, as well as the In embodiments instructions and information are be dis­

played on a tablet or monitor for the human worker to 
follow. 

The description, objects and advantages of the present 
invention will become apparent from the detailed descrip­
tion to follow, together with the accompanying drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. lA illustrates an automated kitchen assistant system 
in a kitchen environment in accordance with an embodiment 
of the invention; 

15 
recited order of events. Furthermore, where a range of 
values is provided, it is understood that every intervening 
value, between the upper and lower limit of that range and 
any other stated or intervening value in that stated range is 
encompassed within the invention. Also, it is contemplated 

20 that any optional feature of the inventive variations 
described may be set forth and claimed independently, or in 
combination with any one or more of the features described 
herein. 

All existing subject matter mentioned herein (e.g., pub-
FIG. lB illustrates another automated kitchen assistant 25 lications, patents, patent applications and hardware) is incor­

porated by reference herein in its entirety except insofar as 
the subject matter may conflict with that of the present 
invention (in which case what is present herein shall pre­
vail). 

system in a kitchen environment in accordance with an 
embodiment of the invention; 

FIG. lC is an enlarged perspective view of a camera 
mount in accordance with an embodiment of the invention; 

FIG. 2 illustrates another automated kitchen assistant 
system in a kitchen environment in accordance with an 
embodiment of the invention; 

FIG. 3A is a flow diagram of a method for recognizing a 
type of food; 

FIG. 3B schematically depicts an example architecture of 
an automated kitchen assistant system; 

FIG. 3C depicts a software module of an automated 
kitchen assistant system in accordance with embodiments of 
the invention; 

FIG. 4 is a flow diagram of a method for recognizing and 
preparing food items; 

FIG. SA is a flow diagram of a method for tracking food 
items in accordance with embodiments of the invention; 

30 Reference to a singular item, includes the possibility that 
there are plural of the same items present. More specifically, 
as used herein and in the appended claims, the singular 
forms "a," "an," "said" and "the" include plural referents 

35 
unless the context clearly dictates otherwise. It is further 
noted that the claims may be drafted to exclude any optional 
element. As such, this statement is intended to serve as 
antecedent basis for use of such exclusive terminology as 
"solely," "only" and the like in connection with the recita-

40 tion of claim elements, or use of a "negative" limitation. 
Last, it is to be appreciated that unless defined otherwise, all 
technical and scientific terms used herein have the same 
meaning as commonly understood by one of ordinary skill 

FIG. SB is a block diagram of various computing modules 
for aggregating location of and classification information of 45 

food items in accordance with embodiments of the inven-

in the art to which this invention belongs. 
The following application are incorporated by reference 

in their entirety for all purposes: US Patent Publication No. 
20200121125; US Patent Publication No. 20210030199; and 
US Patent Publication No. 20180345485. 

tion; 
FIG. 6 schematically depicts an example architecture of a 

convolutional neural network; Apparatus Overview 
FIG. 7 is a flow diagram of a method for training a CNN 50 

model in accordance with an embodiment of the invention; 
FIG. 8 illustrates a graphical user interface for a human 

kitchen worker in accordance with an embodiment of the 

FIG. lA is an illustration of an automated or robotic 
kitchen assistant system 100 in a kitchen environment 102 in 
accordance with one embodiment of the invention. By 
"kitchen environment", it is meant to include food prepara­
tion areas such as, for example, residential kitchens, com­
mercial kitchens, restaurant kitchens, food stands, delicates­
sens, counters, tableside at restaurants, front of house at 

invention; and 
FIG. 9 illustrates another graphical user interface for a 55 

human kitchen worker in accordance with an embodiment of 
the invention. 

DETAILED DESCRIPTION OF THE 
INVENTION 

Before the present invention is described in detail, it is to 
be understood that this invention is not limited to particular 
variations set forth herein as various changes or modifica­
tions may be made to the invention described and equiva­
lents may be substituted without departing from the spirit 
and scope of the invention. As will be apparent to those of 

restaurants, food stands and mobile kitchens. 
System 100 is shown having a plurality of sensors 110, a 

robotic arm 120, and an enclosure 130 for housing a 
60 processor and other hardware which are operable, as 

described further herein, to receive data from the sensors 
110, process the data, and to recognize and locate the food 
140, 144. Although food 140,144 are shown as a bun and 
burger respectively, it is to be understood that the types of 

65 food contemplated herein may vary widely. Examples of 
food items include, without limitation, meat, burgers, steaks, 
chicken, turkey, fish, pastries, baked goods, vegetables, 
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potatoes, fries, pizza, seasonings, sauces, frostings, fruits, 
starches, water, oils and other ingredients or combinations 
thereof. 

Additionally, in embodiments, the system 100 is operable 
to automatically control the robotic arm 120 to carry out one 
or more steps in preparing the food. FIG. lA illustrates the 
system moving a spatula 142 to flip the burger 144 on a grill 
146, but the invention is not so limited. A wide range of 
cooking or food preparation steps may be performed by the 
robotic arm including, without limitation, gathering, sorting, 
storing, washing, peeling, cutting, slicing, combining, mix­
ing, grilling, sauteing, frying, boiling, baking, microwaving, 
broiling, placing, removing, braising, cooking, cooling, 
icing, seasoning, assembling, pouring and plating. The 
robotic kitchen assistant system may also be operable with 

6 
thermal imaging camera manufactured by Seek Thermal 
Corporation (Santa Barbara, CA), which can provide an 
image of size 320x240 with each value a 16-bit unsigned 
integer representing measured IR intensity. 

A depth sensor incorporates a time of flight (TOF) camera 
to generate data on the distance of each point in the field of 
view from the camera. The TOF camera is a range imaging 
camera system that resolves distance based on the known 
speed of light, measuring the time-of-flight of a light signal 

10 between the camera and the subject for each point of the 
image. In embodiments, the image comprises a 960 by 540 
grid with a value of the distance from the sensor for each 
point in the form of a 16-bit unsigned integer. An exemplary 
depth sensor is the Kinect One sensor manufactured 

15 Microsoft Corporation (Redmond, Washington). In embodi­
ments, other types of depth sensors are employed, such as 
devices using texturing (typically performed with an IR or 
near IR projector and two sensors) and stereo reconstruction, 

a wide range of kitchen tools, appliances, equipment and 
dishware including, for example, plates, utensils, steak 
weights, pots, pans, baskets, stoves, cutting boards, dispens­
ers, ovens, fryers, grills, microwaves, stovetops, mixers, 
refrigerators, freezers, slicers, and food processors (herein- 20 

after referred to collectively as "kitchen implements"). 

lidar, and stereoscopic cameras. 
Without intending to be bound to theory, we have dis-

covered the IR camera sensors providing IR image data have 
the potential to mitigate or overcome smoke, moisture, and 
other elements associated with conventional automated 
cooking equipment that reduce the quality of the image data. 

Additionally, the motion and configuration of the robotic 
arm may vary widely. Examples of robotic arms, motion, 
training, and systems are shown and described in US Patent 
Publication No. 202001211253 to Zito; US Patent Publica­
tion No. 2017/0252922 to Levine et al.; and U.S. Pat. No. 
9,785,911 to Galluzzo et al., each of which is incorporated 
by reference in its entirety. 

FIG. lA also shows a display 150 coupled to the frame 
130 via a support 152. The display can be operable to 
interface with kitchen worker 160. An example of an inter­
active display is a tablet or touchscreen monitor. The kitchen 
worker may input information (for example, a modification 
to an order) with the user interface 150. Additionally, 
commands, alerts, and information may be provided to the 
kitchen worker on the display 150 or in some embodiments 
via speakers, a watch, or text message on a mobile phone. 

In embodiments, the tablet is programmed with an appli­
cation ("App") or otherwise to wirelessly or through a wired 
connection communicate with the processor, accept input 
from the user, and to send or display various information as 
described further herein. 

The number and types of sensors 110 may vary widely. 
Examples of sensors include, without limitation, visible 
spectrum cameras (e.g., a black and white, or RGB camera), 
a depth sensors, and an infrared (IR) cameras. 

In embodiments, the sensors include one or more visible 
spectrum cameras such as a RGB camera. Preferably, the 
RGB camera obtains an image comprising a 960 by 540 grid 
with intensity data for red, green, and blue portions of the 
spectrum for each pixel in the form of 8-bit unsigned 
integers. In embodiments, the focal length of the camera lens 
and orientation of the optics have been set such that area 
imaged includes the work surface. An exemplary visible 
spectrum sensor is the Kinect One sensor manufactured 
Microsoft Corporation (Redmond, Washington). In embodi­
ments, a black and white visible spectrum camera is used. 

The infrared or IR camera generates IR image data by 
measuring the intensity of infrared waves and providing data 
representing such measurements over the observed area. In 
embodiments, the focal length of the camera lens and 
orientation of the optics has been set such that area imaged 
includes the work area. Preferably, the IR camera is adapted 
to measure the intensity of IR waves (typically in the range 

25 Due to the temperature differences typically present when an 
uncooked food is placed on a hot grill or other high 
temperature cooking surface or when a kitchen worker or 
kitchen worker's appendage is imaged against a predomi­
nantly room temperature background, IR camera sensors are 

30 able to provide high contrast and high signal-to-noise image 
data that is an important starting point for determining 
identity and location of kitchen objects, including food 
items, food preparation items and human workers. In con­
trast, the signal-to-noise ratio is significantly lower using 

35 only traditional RGB images than if using IR images. This 
occurs because some kitchen backgrounds, work surfaces, 
and cooking surfaces can be similar to food items in color, 
but temperatures are generally significantly different. Based 
on the foregoing, some embodiments of the invention 

40 include IR-camera sensors in combination with other types 
of sensors as described herein. 

Optionally, and as shown in FIG. lB, cameras 112a, 112b 
can be mounted on hood 118 or another structure normally 
present in the kitchen using, e.g., brackets 114a, 114b. The 

45 cameras are preferably mounted overhead the food to be 
prepared/cooked and preferably spaced apart by a distance 
ranging from 32 to 60 inches. The cameras 112a, 112b are 
aimed at the cooking surface from different angles or per­
spectives such that items in the cooking area are not 

50 obstructed by both cameras at the same time during normal 
cooking operations. 

FIG. lC is an enlarged perspective view of a camera 
mount 114c to conveniently affix the camera 112c to the 
hood (not shown) in accordance with an embodiment of the 

55 invention. Mount 114c is shown including two fixed arms 
154a, 154b separated by rigid body 158. Clamp member 156 
extends from arm 154b and is adapted to be incrementally 
advanced by hand towards opposing arm 154a. In the 
embodiment shown in FIG. lC, clamp member 156 includes 

60 an elongate threaded shaft and knob. When the mount 114c 
is arranged around a portion of the hood as shown in, for 
example, FIG. lB, the clamp member 156 may be tightened 
to cause the jaw member 154a and clamp member 156 to 
sandwich the hood portion therebetween. 

of 7.2 to 13 microns, but other wavelengths in the IR may 65 

be used) over an area and generates IR image data. An 
exemplary IR sensor is the CompactPro high resolution 

The embodiment shown in FIG. lC also shows the camera 
112c being pivotably and rotatably affixed to the arm 154b 
via thumbscrew lockable connection. Consequently, the 
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operator may manually mount the camera to the hood and 
then adjust the camera to view a target area. 

Optionally, and with reference again to FIG. 1B, a self­
contained compact computer 116 can be mounted to the 
hood and is operable to communicate with the cameras and 
process the image data from cameras as described herein. An 
example of a computer is the Jetson® Nano™ Computer 
manufactured by NVIDIA Corporation (Santa Clara, Cali­
fornia). A wide variety of types of information may be 
computed and displayed to the human worker as described 10 

further herein. 
Optionally, each camera may be attached to a computer 

which is operable to communicate with other computers to 
compute and display information. 

15 

8 
face. In FIGS. lA-lC, the sensors 110 are shown being 
aimed at the food and working surface. 

In embodiments, cameras are installed above and lateral 
of the target cooking area in order to obtain opposing top 
side perspective views of the cooking area. Obtaining 
images from opposing side angles of the cooking area 
reduces or eliminates the risk of failing to track an object in 
the cooking area due to obstruction of vision from human 
workers and other obstructions. 

Step 204 states to inspect the food preparation work area 
to obtain sensor image data. As described further herein, in 
embodiments, the sensors generate data in the form of image 
data of an area. 

Step 206 states to process the image data from the sensors. 
In embodiments the image data may be processed to reduce 
noise, crop size, adjust contrast, etc. Additionally, as 
described herein, the image data from different cameras or 
perspectives may be transformed into a single perspective 

FIG. 2 depicts an overview of another robotic kitchen 
assistant system 10 in accordance with an embodiment of 
the invention including: a commercial grill 60 (with the 
hood removed for clarity), cameras 12a, 12b for visual 
recognition, an optical or laser projection system 22, various 
food items 44, and viewable instructions 54 projected by the 
projection system onto the food items or onto the commer­
cial grill 60 as desired. Additional components or features 
can be included ( or operate) with the food preparation 
system (not shown) including but are not limited to: a 
computer for processing information, an Internet connec­
tion, a point of sale system, a kitchen display system (KDS), 
local and remote server(s), and a human worker to read the 
instructions and act accordingly. The cameras, computer, 
and/or projector may be mounted to a hood (not shown), 
ceiling, or other equipment present in the kitchen or can be 
carried on a standalone support 152 as described above in 
connection with FIG. lA. 

20 view, preferably a top view of the grill. 
Step 208 states to compute identity and location informa­

tion of the food item or food preparation item. As described 
further herein, the image data is input to a model, engine, or 
module such as a trained convolutional neural network or 

25 another means for object recognition and tracking. In 
embodiments, a probability of the identity and area within 
which the food item or food preparation item is located is 
computed by a Kitchen Scene Understanding Engine. 

It is to be understood that in addition to identifying and 
30 locating food, step 208 is equally applicable to identify and 

locate kitchen implements, and other objects detected by the 
sensors such as, without limitation, the kitchen worker or a 
part of the kitchen worker, such as his hand. Additionally, by 
"food preparation items" it is meant to include kitchen In preferred embodiments, the food preparation system 

takes or receives orders from a system that collects customer 
orders, and then, as described further herein, projects mean­
ingful visual information onto the work areas ( either directly 
with projected light, for instance, or virtually with AR 
glasses) to help guide kitchen workers in the preparation of 
food items. The food preparation system is operable to 40 

determine which instructions to project (and when and 
where to project the instructions) based on various types of 
information including knowledge of the current state of the 
grill, status of food items being prepared, information col­
lected by cameras and other sensors, recipes for various food 
items, past orders, and other information. In embodiments, 
the system automatically monitors the work area for evi­
dence that the step has been completed and then projects a 
next step. A wide variety of augmented reality systems may 
be incorporated into the system including use of AR-style 
goggles in which case a beacon 80 serves to assist with 
location or registration information. Although the beacon 80 
is shown affixed to the side of the grill in FIG. 2, in 
embodiments, the beacon is located at other locations more 
visible to the human worker such as, for example, the front 
of the hood or adjacent the knobs of the grill. Examples of 
AR system are described in for example US Publication No. 
US Patent Publication No. 20210030199, incorporated 
herein by reference in its entirety. 

35 worker, or a portion of the kitchen worker, robot, or a portion 
of the robot, and kitchen implements including, without 
limitation, appliances, dishware, and tools used in the prepa­
ration of food. Additionally, by "kitchen object" it is meant 
to include either a food item or food preparation item. 

Optionally, and as discussed further herein, the identity 
and location information may be used to instruct a human 
worker, control a robotic arm or otherwise carry out a 
desired food preparation step, such as for example, turning 
on an appliance. Optionally, the control of the robotic arm is 

45 done autonomously or automatically, namely, without 
human instruction to carry out particular movements. 

FIG. 3B schematically depicts an example architecture 
210 of an automated kitchen assistant system. Particularly, a 
computer, workstation, or server ( each of which is repre-

50 sented by reference numeral 212) is shown comprising 
storage 214, and a processor 216 (e.g., a CPU and in some 
cases a GPU). In embodiments, one or more processors may 
be used to perform the functions and steps described herein. 
In some embodiments, multiple CPUs or GPUs may be 

55 used. 

FIG. 3A represents a general overview of a method 200 60 

for recognizing a food item in accordance with one embodi­
ment of the invention. 

The computer 212 is shown connected to sensors 220, 
restaurant's point of sale (POS) system 222, human input 
device 224, display 250, and data log 240. Optionally, the 
system can have robotic arm 232 and dedicated controller 
230 for the robotic arm. 

Additionally, in embodiments, one component or device 
may serve more than one function in the system such as, for 
example, a tablet in which case the tablet can be pro­
grammed to serve as a display 240 and an input device 224. 
Instructions, alerts, status, orders, inventory, and other types 
of information may be shown to the human worker. Inputs 
may be accepted by the tablet or input device including 

Step 202 states to provide a sensor assembly. The sensor 
assembly may include a plurality of sensors, at least one of 
which is an RGB or IR camera as described herein. In 65 

embodiments, and as shown in FIGS. lA-lC, the sensors are 
provided by installing sensors above the cooking worksur-
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over-ride commands, cook level, recipe or cooking adjust­
ments, cook time adjustments, etc. 

In embodiments, one or more of the components are 
remote and connected to the other components of the robotic 
kitchen assistant system via the Internet or other type of 
communication channel. For example, computer 212 may 
communicate with a remote (e.g., cloud-based) server to 
exchange data, recipes, cooking equipment specifications, 
provide software updates, send commands, backup local 
storage, and carry out one or more of the modules described 10 

herein. 
FIG. 3C depicts various software modules or engines 300 

of an automated kitchen assistant system in accordance with 
an embodiment of the invention. Particularly, FIG. 3C shows 

15 
additional detail on the cooperation between the Kitchen 
Scene Understanding Engine 310, the Food Preparation 
Supervisory System 320, Input 330, Output 340, and the 
Robotic Food Preparation System 350. 

In embodiments, the Kitchen Scene Understanding 20 

Engine 310 serves to detect and track all relevant objects in 
the work area, including but not limited to food items, 
kitchen implements, and human workers or parts thereof. 
Data on these objects including but not limited to their 
identity and location are provided to the Food Preparation 25 

Supervisory System 320, which generates the instructions 
for preparing the food item. These instructions are provided 
to either or both the Robotic Food Preparation System 350 
and to the human worker. Instructions may be provided to 
the human worker by, for example, display. In embodiments, 30 

the display is a touch screen tablet or another device adapted 
to receive input and display information with the human 
worker. 

In some embodiments, the Food Preparation Supervisory 
System 320 determines the presence of new food prepara- 35 

tion items (based on, amongst other things, data from the 
kitchen scene understanding engine 310) and automatically 
begins the food preparation process. In some embodiments, 
the Food Preparation Supervisory Systems 320 is operable 
to ( a) instruct a human worker via the display ( or otherwise) 40 

to retrieve raw ingredients from nearby cold or dry storage 
based on an order received from the restaurant's POS 
system, flip a food item, place or remove a food item, or, (b) 

10 
FIG. 4 is a flow diagram showing additional detail on the 

Kitchen Scene Understanding Engine 430 and its coopera­
tion with other modules of the robotic kitchen assistant 
system 400. Particularly, sensor image data 420, including 
image data from a plurality of cameras arising from viewing 
objects in the kitchen environment, is provided to the 
kitchen scene understanding engine 430. 

Step 440 states to pre-process the sensor image data 420. 
Non-limiting examples of types of pre-processing include 
adjusting image size, contrast, aligning or registering, and 
reducing noise. 

Step 442 states to perform a perspective transformation 
(e.g., overhead perspective transformation) of the image 
data from the various sensors. A perspective transformation 
serves to simplify the training and use of the CNN, discussed 
herein. For example, by transforming the upper side view to 
a top view of the grill, the view of the target area is 
normalized regardless of where the sensor is mounted or 
aimed. One model can thus be trained for multiple cameras 
placed at different angles and locations with respect to the 
cooking area. 

It is to be understood the number of cameras or sensors 
may vary. Additionally, the types of cameras or sensors may 
vary. In one embodiment, the system comprises two cameras 
for capturing images of light having wavelengths in the 
visible spectrum. In another embodiment, the system com­
prises RGB, depth, and IR sensors, wherein the RGB and 
depth data are preferably transformed into the IR reference 
frame to make up the input layer to the CNN, discussed 
herein. 

The modified image data 450 is sent to object detector 
engine 460. In embodiments, the object detector engine 460 
is a trained convolutional neural network (CNN) such as 
RetinaNet with ResNet-18. See, e.g., Lin, Tsung-Yi, et al. 
"Focal loss for dense object detection." Proceedings of the 
IEEE international conference on computer vision. 2017. 
However, it is to be understood that the invention is not so 
limited and the type of object detector may vary. In embodi­
ments, the object detector is a combination of a region 
proposal network and CNN. An example of region proposal 
network and CNN is described in Shaoqing Ren, Kaiming 
He, Ross Girshick, and Jian Sun, "Faster R-CNN: Towards in the case a robotic arm is present, to signal the Robotic 

Food Preparation System 350 to control the robot arm to 
carry out a food preparation or cooking step. 

45 Real-Time Object Detection with Region Proposal Net­
works Faster", IEEE Transactions on Pattern Analysis and 
Machine Intelligence, Volume 39 Issue 6, June 2017, which 
is hereby incorporated by reference in its entirety. Examples 
of other types of convolutional neural networks are 

In embodiments, once the appropriate food preparation 
item is recognized by the Kitchen Scene Understanding 
Engine 310, the Food Preparation Supervisory System 320 
begins the food preparation process for that item. For 
example, in embodiments, the processor is operable to use 
recipe data to select actions and to: (a) instruct the human 
worker to perform a task by displaying information on the 
display or, in the case the system includes a robotic arm, (b) 
send information to a controller to generate motion by the 55 

robot arm that manipulates the food on the work surface. 

50 described in Patent Publication Nos. US 20170169315 

The Food Preparation Supervisory System 320 shown in 
FIG. 3C has access to a wide range of inputs 330 including, 
without limitation, recipe data, inventory of kitchen imple­
ments including their specifications, information on food 60 

items, information on food preparation items, and orders 
from the restaurant's point of sale (POS) system. Examples 
of means to provide inputs 330 to the Food Preparatory 
Supervisory System 320 includes a human interface such as 
a tablet or keyboard, a locally connected drive or server, a 65 

restaurant or vendor's customized software system, or an 
internet connected server. 

entitled "Deeply learned convolutional neural networks 
(CNNs) for object localization and classification"; 
20170206431 entitled "Object detection and classification in 
images", and U.S. Pat. No. 9,542,621 entitled "Spatial 
pyramid pooling networks for image processing", each of 
which is herein incorporated by reference in its entirety. 

In embodiments, the object detector is trained to identify 
food items and food preparation items, kitchen items, and 
other objects as may be necessary for the preparation of food 
items. Such items include but are not limited to human 
workers, kitchen implements, cooking by-products, and 
food. 

For each set of image input data provided as an input layer 
to the object detector 460, the object detector outputs the 
location in the image data and associated confidence levels 
for objects it has been trained to recognize. In embodiments, 
the object detector 460 outputs location data in the form of 
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a "bounding box" in the image data defined by two corners 
of a rectangle. The output also includes a prediction of the 
class identity of the object. 

In embodiments, multiple data pipelines are executed in 
parallel corresponding to the number of cameras or sensors. 
In embodiments, first and second data pipelines are gener­
ated in which the trained detector outputs a first and second 
output layer corresponding to each of the first and second 
cameras. 

12 
view of the food items is desired for observation or provid­
ing instructions to a human worker, the 3D transformation 
can be eliminated. 

FIG. 4 also shows food preparation supervisory system 
494 receiving the output of the kitchen scene understanding 
engine, and in particular, receiving the output from the 
object tracker 490. As discussed herein the food preparation 
supervisory system 494 computes instructions to present to 
the human worker or to control the robot to assist with 

10 preparing the food. Optionally, the accuracy of the object's location within 
the CNN output layer may be further computed. For 
example, IR image data measured within the area defined by 
the bounding box taken from the CNN output layer is further 
processed to more accurately determine an object's location. 

15 
Techniques to do so include various computer vision and 
segmentation algorithms known in the art such as Ohta et al. 
"Color information for region segmentation." Computer 
graphics and image processing 13.3 (1980): 222-241; and 
Bencher, Serge, and Fernand Meyer. "The morphological 20 

approach to segmentation: the watershed transformation." 
Optical Engineering-New York-Marcel Dekker Incorpo­
rated-34 (1992): 433-433. 

FIG. SA is a detailed flow diagram of an object tracking 
process 600 in accordance with an embodiment of the 
invention. 

Initially, an object prediction module 610 calculates a 
predicted object position. With reference to step 614, the 
object prediction module computes the object's current 
position (e.g., a bounding box) based on past measurements 
of the object for each frame received from the buffer ( step 
604). By "frame" it is meant a set of measurements all taken 
at a specified point in time. For a video stream, for example, 
an image is a frame (the pixels are the individual measure-
ments). However, in preferred embodiments of the inven­
tion, a frame is a list of bounding boxes with associated class 
identity. In embodiments, each frame has a header which 
contains a timestamp and (monotonically incrementing) 
sequence number. Examples of algorithms/techniques to 

In a preferred embodiment, the processor is programmed 
to compare or aggregate the output of the detector ( e.g., 25 

CNN output) from each of the first and second detection 
pipelines for the presence of a food item. In some cases, the 
highest confidence score for class identity is used. The 
confidence of classification of an object is the belief that the 
object is indeed the measured class. In embodiments, detec- 30 

tions are filtered out that are below a certain confidence 

predict the current position are described in Simon, Dan. 
"Kalman filtering." Embedded systems programming 14.6 
(2001): 72-79. 

Step 616 queries whether the object is stationary. If the 
object is stationary, a first type of filter (step 617) is applied 
(e.g., the measurements may be averaged). If the object is 
not stationary, a second type of filter (step 618) is applied 
(e.g., a Kalman type of filter may be applied). A Kalman 

threshold value. In preferred embodiments, detections that 
are below 90% confidence are filtered out. 

Aggregating the output data of the detector model may be 
performed in various manners including, for example, 
selecting the highest confidence score for each detected food 
item ( or deleting the lower confidence score). Collecting 
image data from multiple cameras arranged at different 
perspective views of the working area provides additional 
(sometimes redundant) information of the scene to enable 
robust tracking, discussed herein, and minimizes false nega­
tives arising from worker obstructions. 

35 filter is an algorithm for improving signal tracking. A 
Kalman filter generally includes a physical model of an 
object and uses the physical model to predict the next 
measurement ( e.g., to where did the object move). Examples 
of types of Kalman filters that can be used in embodiments 

40 of the invention include, without limitation, the Extended 
Kalman Filter and the Unscented Kalman Filter. Without 

In another embodiment, the system designates a primary 
camera or pipeline, and a second or ancillary camera to 45 

confirm or correct the confidence level of a food item 

intending to being bound to theory, Applicant has found 
adding a step for querying whether the object is stationary, 
and applying stationary-based filters increases computing 
efficiency, and especially for tracking numerous objects as is 
the case in the kitchen working areas. Indeed, a large grill 

determined from the first camera data. As discussed herein 
the cameras are preferably placed above the grill, and are 
laterally spaced from one another to obtain upper side 
perspective views of the entire grill. Consequently, food 
items on the grill are visible by at least one of the cameras. 

Next and with reference to FIG. 4 again, the object tracker 
engine 490 takes the measurements of the food object from 
the object detector 494 and updates the location of the food 
object. For example, in embodiments of the invention, 
steaks and steak weights are tracked as the steaks are cooked 
on the grill. The object tracker maintains the status, location, 
and identity of the each of the food objects in the working 
area. 

Optionally, the location data of the identified objects 
given in the two dimensional coordinate system from the 
tracker can be translated into a three dimensional coordinate 
system such as a world coordinate frame or system reference 
frame. In embodiments, and when a robotic arm is present, 
the world coordinate frame is the same frame used by the 
robotic arm. However, in other embodiments, the 3D trans­
formation is not necessary. For example, when only a 2D 

may have upwards to 50 burgers or steaks and other food 
items at one time. Applying different types of filters for 
predicting tracks enables use of a fast type filter on a 

50 substantial number of the objects. A more comprehensive 
and relatively slow filter can be applied to the moving 
objects without sacrificing computer power or time. Not­
withstanding the above, it is to be understood a wide variety 
of types of filters may be applied in embodiments of the 

55 invention and the invention is intended to be limited only as 
recited in any appended claims. 

Step 619 states to update the predicated location for the 
track. By "track" it is meant a list of measurements over time 
that correspond to a distinct object. A track is typically 

60 created when a measurement is found that doesn't represent 
any known object. 

If another track is present, the object prediction sub­
module repeats, returning to step 614. If another track does 
not exist, the updated prediction for the track computed in 

65 step 619 is sent for matching, described herein. 
Sub-module 620 evaluates whether a track matches with 

current measurements. Particularly, step 622 evaluates each 



US 12,135,533 B2 
13 

track for a match with a current measurement and separates 
the results into a plurality of categories including: observed, 
unobserved, and unmatched. By "observed", it is meant 
matched pairs of tracks/measurements. By "unobserved", it 
is meant tracks with no measurements. By "unmatched", it 
is meant measurements with no track. 

Optionally, and with reference to step 624, one or more 
custom matching resolution rules are applied. For example, 
if a steak weight is detected on the grill, and a steak is not 
detected, assume a steak is present under the steak weight, 10 

at least for the purposes of cooking. This type of custom rule 
provides a uniform way of adding known structure to the 
tracking algorithm to improve tracking accuracy. 

14 
especially where the occluded objects are stationary such as 
a steak under a steak weight), the confidence level for the 
occluded object should not degrade for a missed observation 
because the object was merely occluded. 

A wide variety of algorithms may be employed to com­
pute the probability based on the prior conditions including, 
for example, Bayes' Theorem. With reference to FIG. 5B, a 
detailed view of a Kitchen Bayesian Belief Engine (KBBE) 
500 is shown in accordance with an embodiment of the 
invention. Belief update law 530 receives updated tracks 
510 and evaluates the observations in the context of the 
system's prior beliefs 540 as well as any human input 550 
that may have been supplied. An example of the system's Sub-module 630 is an occlusion mask module and states 

to ignore occluded objects. Marking objects as occluded is 
important during the tracking process because the objects 
may in fact be present but not observed. Objects may not be 
observed because something (e.g., the human worker) is 
between the camera and object being tracked. Without 
accounting for occlusion, a false negative may be generated. 

15 
prior beliefs 540 may include the object classification, 
confidence level of existence, time count per side, location, 
and total time per object. Examples of human inputs 550 
may include cook level, class of food ( e.g., steak, burger, 
chicken fillet, fish fillet, onions, bun, etc.), size, cut (e.g., 

To account for the unobserved object, and with reference 
20 filet, ribeye, patty, chicken breast, etc.), system overrides 

( e.g., custom time, emergency stop), etc. 
The output of the belief update rules or law is a set of new 

or updated beliefs 560. 
to step 632, an occlusion mask is created from the observed 
objects and the unmatched objects. For example, a mask 
may be created for (1) a steak weight which may have 
measurements and a matching track and (2) a human worker 

The updated new beliefs are shown being sent to a state 
25 machine 570. The state machine 570 or finite state machine 

or portion of the human worker which may have measure­
ments unmatched to a track. In embodiments, an occlusion 
mask comprises an image mask data set where each pixel in 
the mask image has a binary value of 1 or 0. The value of 
'1' is assigned to each pixel in the image where the occlud- 30 

ing object is not present. The value of 'O' is assigned to each 
pixel in the image where the object is present. This mask 
often has a coarser resolution than the image to which it 
applies. 

Next, with reference to steps 636, each unobserved object 35 

is evaluated for whether it is occluded based on the occlu-
sion mask computed in the steps described above. 

is a model of computation. The state machine maintains state 
variables to keep track of the environment and whatever else 
is necessary for the system to perform the necessary func-
tionality (e.g., how long has a steak been cooking). In 
addition, a state machine can have a transition function 
which updates the state based on the previous state and new 
inputs (e.g., a frame of measurements from the detector). 
The state machine includes identity and location of all 
known objects in the observation area. It includes an atlas or 
aggregated set of information on the types of food, kitchen 
implements, time counts, and workers within the work 
space. An example of a final set of beliefs can be represented 
as a list of objects that are believed to exist with associated 

If the unobserved object is deemed occluded, step 638 
marks the track as occluded and is not updated. Otherwise, 
the process continues to the next track update sub-module 
640, described herein. 

The track update sub-module 640 serves to update each 
track according to its category: observed, unobserved, and 
unmatched. 

40 classification confidences, time counts, and location esti­
mates. As described above, the aggregated set of food items 
and or kitchen objects can be used by the Food Supervisory 
System to calculate instructions and commands, described 
herein. 

As described above, the observed category 650 includes 
tracks matched with the current measurement. The current 
measurement is appended to the existing track according to 
step 654 before proceeding to updating the confidence of 
existence in step 680, discussed herein. 

45 Food Preparation Supervisory System 
With reference again to FIG. 4, step 494 states food 

preparation supervisory system. As described herein, the 
food preparation supervisory system is operable to compute 
a variety of instructions or commands for food preparation 

The unobserved category 660 includes tracks not matched 
to a current measurement. Step 664 queries whether the 
tracked object is occluded. If the tracked object is occluded, 
the current measurement is ignored and the process proceeds 

50 and cooking including, for example, to determine when a set 
amount of time has passed for a particular food item or side 
for food item, and to determine the next step in the cooking 
process. 

to step 680 for updating the confidence of existence, dis­
cussed herein. If the track is not occluded, the missing 55 

measurement is appended to the track per step 666 before 
proceeding to step 680 to update the confidence level. 

The unmatched category 670 includes measured objects 
lacking tracks. For this category, a new track is created for 
the current measurement according to step 674. Then, the 60 

track and measurement are sent for updating the confidence 
of existence according to step 680, discussed herein. 

Step 680 states to update the confidence of existence. The 
confidence of existence of an object is the probability that 
the object exists. With each observation, the confidence 65 

increases. Conversely, with each missed observation, the 
confidence decreases. In the case of an occluded object (and 

In embodiments, the food preparation supervisory system 
automatically determines the set time based on the type of 
food item and cook level selected by the human worker or 
order, discussed further below. 

The food preparation supervisory system 494 then sends 
a command or instruction to the display or another device 
(e.g., audio, optical projection, etc.) to communicate with 
the human worker or, in the case of preparing the food using 
a robotic arm, the food preparation supervisory system sends 
a signal to the controller to cause the robotic arm to carry out 
the applicable step. An example of a next step is to remove 
the food item from the grill, to flip the food item, or to place 
or remove a utensil such as a steak weight from the food item 
on the grill. 



US 12,135,533 B2 
15 

CNN Detail 
With reference to FIG. 6, embodiments of the invention 

employ a trained CNN 700 to compute the identity and 
location of the food item or kitchen preparation item based 

16 
Training and Data Augmentation 

With reference to step 850, the input images and output 
layer are divided into training, validation and test sets. The 
training data set is presented to the model and periodically 
compared with the validation data set. The parameters of the 
CNN are adjusted based on the results of the validation set. 
The process is repeated multiple times (multi-stage). With 
each iteration, the weighting factors of the CNN can be 
modified. Examples of weighting factors adjusted to tune the 

on the input image (e.g., a top view of the grill showing the 
various food item and food utensils). Particularly, FIG. 6 
shows input image 710 serving as the input layer to the 
convolutional layers 720, max pooling layer 730, and fully 
connected layer 740. In embodiments, the CNN is a region 
proposal network and Fast R-CNN. 10 

model include, without limitation, learning rate, momentum, 
and batch size. 

In embodiments, the output layer of the CNN is the 
prediction vector which gives the objects recognized by the 
CNN, along with a confidence level ( e.g., from zero to one), 
and their location in the two-dimensional image data. In 

15 
embodiments, the location is characterized using a bounding 
box and denoting two comer points of the bounding box in 
the image plane. 

The length of the output vector is equal to the number of 
objects that the CNN has been trained to identify. In embodi- 20 

ments, the length of the output vector ranges from 1 to 500, 
preferably from 50 to 200, and most preferably from 75 to 
125. 
Training the CNN 

FIG. 7 is a flow diagram of a method 800 for training a 25 

convolutional neural network in accordance with an embodi-
ment of the invention. 

Semi-Manual Training 
In embodiments, and subsequent to the first stage of 

training described above, a second semi-manual training 
comprises the following: 

(a) record additional images during the day, 
(b) apply the trained model from stage 1 to obtain 

estimates of the location and class for the labels, 
( c) adjust the labels manually, 
(d) split the data into training, validation, and test sets. 
( e) Train the model and evaluate performance versus the 

validation data set. Adjust the model parameters as 
described above and repeat the training process until 
the performance of the model achieves at least the 
desired accuracy (preferably 99% or more) with the 
validation data set. The above described semi-manual 
training method significantly speeds up the training 
process because it does not require each and every label 
to be performed by hand/human. 

Additionally, in some embodiments, the collected data are 
Step 810 states to install cameras. Cameras are set up and 

aimed at the work area. In embodiments, the work area is a 
grill, stove, fryer, or preparation area. 

Step 820 states calibration. Calibration is performed to 
determine the extrinsic and intrinsic parameters for the 
sensors. Camera/sensor calibration may be performed as 
described herein, or otherwise as is known in the art. 

30 used to generate synthetic data by using photorealistic 
rendering where objects are placed over a variety of back­
grounds to create novelty. An example of such a rendering 
is a ribeye steak on a grill. These synthetic data can be 
combined with real data to increase the detection and 

Data Collection 
With reference to step 830, target objects of interest are 

placed in the work area and image input data is generated 
and collected which comprises an image of multiple chan­
nels representing the intensity of light at various wave­
lengths (e.g., red, green, blue, IR) and optionally depth. In 
embodiments, the CNN is trained on food items and utensils 
shown on a grill during the day. Examples of food items 
include, without limitation, steaks, burgers, burgers with 
cheese, chicken breasts, sausages, onions, and fish fillets 
placed on the grill. Examples of utensils include, without 
limitation, steak weights, spatulas, plates, bowls, and tongs. 

35 classification accuracy and decrease the data collection and 
labeling costs of neural networks. In embodiments, synthetic 
data is combined with real data according to a specified ratio 
which can be tuned depending on the situation to achieve the 
requisite accuracy. A preferred ratio of synthetic data to real 

40 data is 80/20 or greater. 
In some embodiments, the collected data are used to 

generate synthetic data by using generative adversarial net­
works (GANs) where one neural network is trained to 
generate images and another neural network is trained to 

45 detect if the generated images are real. These networks can 
be trained together to obtain a system which produces 
synthetic data with a high degree of realism. These synthetic 
data can be combined with real data to increase the detection In embodiments, the CNN is trained on types of cuts of 

meat. In embodiments, the CNN is trained on classifying a 
food item as a fillet mignon, porterhouse, ribeye, skirt, New 50 

York, breast, leg, fillet, etc. Images are obtained showing one 
or more steak weights on the grill and on steaks. 

Additionally, in embodiments, the CNN is trained on 
cooking various by-matter arising from cooking. By-matter 
may be anticipated such as char on the grill or liquid 55 

drippings from cooking meat, or it may be unanticipated 
such as smoke or fire. In embodiments, the image data is 
transformed from the RGB to the HSY space for detection 
of the by-matter. 

and classification accuracy and decrease the data collection 
and labeling costs of neural networks. In embodiments, 
GAN-based synthetic data is combined with real data 
according to a ratio of that is varied based on the situation. 
The more synthetic data, the lower the cost of data. A 
preferred ratio of GAN-based synthetic data to real data is 
80/20 or greater. Examples ofGANs algorithms/techniques 
are described in Goodfellow et al., Generative adversarial 
networks, Communications of the ACM, Volume 63, Issue 
11, November 2020 pp 139-144. 

In embodiments, specific categories of data are generated 
Labeling 60 synthetically. In a preferred embodiment, dangerous types of 

by-matter data are generated synthetically such as fire and 
smoke in the kitchen, and the food and kitchen implements 
are generated using real data. 

With reference to step 840, the image data or a portion of 
the image data is presented to a human user who identifies 
relevant objects in the image (classifies) and creates bound­
ing boxes for the images (locates). The data from the human 
user is then recorded into the form of the output layer that 65 

the CNN should create when presented with the input image 
data. 

In a preferred embodiment, automated food preparation 
assistants are deployed in various kitchens and each auto­
mated food preparation assistant is operable to communicate 
with a central server such as a remote cloud based server. For 
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example, a plurality of restaurants may each install the 
automated food preparation assistant as described herein and 
each of the automated food assistants is programmed to 
continuously send image data of the food items to the central 
server. The central server uses the different sets of image 
data for training (whether unsupervised training or other 
training techniques) a universal food item recognition 
model. 

The local automated food preparation assistants are peri­
odically updated with the improved food item recognition 10 

mode. 
Additionally, in embodiments, the output vector from the 

CNN object detector can comprise multiple instances of 
known food items that are differentiated by the degree that 
they are cooked (namely, "degree of <loneness"). In embodi- 15 

ments, the measure of cooking is the internal temperature of 
the object, such as a steak cooked to medium rare corre­
sponding to an internal temperature of 130 to 135 degrees 
Fahrenheit. In embodiments, the CNN is trained to detect 
not just individual objects and their location, but the internal 20 

temperature of the objects. Measurements of the internal 
temperature of the food item can be taken with temperature 
sensors and used in the output vector for the training of the 
CNN. In some embodiments, these temperature measure­
ments are taken dynamically by a thermocouple that is 25 

inserted into the food item. 

18 
the methods described herein and posts the status of the 
order in the order window 910. As orders are completed, the 
robotic kitchen assistant removes the order from the screen 
or otherwise identifies it as completed. 

Grill window 920 shows a real time image of the grill 
including all food items placed thereon 922. As described 
herein, the food items are recognized and located as they are 
placed on the grill. In the embodiment shown in FIG. 8, the 
image is augmented with labels on top of each food item. 
Additional information is displayed with the food item 
including time remaining to complete cooking, or if appli­
cable, to flip the food item. In embodiments, total time for 
the food item on the grill is displayed. 

Grill window 920 also indicates instructions to add new 
food items such as to add chicken 924, or add burger, or add 
bun in view of the customer order information, timing 
estimates, state status of the food items, and recipe infor­
mation. Exemplary instructions for the grill window include, 
without limitation, remove steak, flip steak, remove steak 
weight, add steak, etc. 

Grill window 920 additionally shows a real time infrared 
image 926 of the grill and a computed temperature associ­
ated with the grill. The use of infrared cameras or sensors 
assist not only for temperature evaluation, but also in food 
item recognition and location and for monitoring internal 
temperature of the food items on the grill. 

Assembly window 930 shows, in real time, the food and 
assembly area including food item bins 932 and augments 

In embodiments, an alternate or additional contact-less 
thermal model is used to track the estimated internal tem­
perature of various food items to determine when they are 
cooked to the appropriate level. In these cases, data can be 
provided by the Kitchen Scene Understanding Engine on 
how long the various items have been cooked and their 
current surface temperature and or temperature history as 
measured by the IR camera. 

30 the image with instructions requesting more ingredients 
when an ingredient is below a threshold amount. For 
example, the instruction to "ADD LETTUCE" (correspond­
ing to reference numeral 934) is displayed over the low/ 

Calibration 
A wide variety of techniques may be employed to cali­

brate the cameras or sensors. 
In embodiments, each camera or sensor is calibrated with 

a calibration target capable of obtaining known high signal­
to-noise ratio observations in a known coordinate frame. 

In other embodiments, two or more cameras are calibrated 

35 

40 

empty lettuce bin. 
Additionally, a portion of the workspace accessible by a 

robotic kitchen assistant is shown divided into a grid 936 and 
food items can be transferred to spaces A-Hin the grid and 
additional preparation instructions can be displayed that 
reference the position of particular items in the grid. 

FIG. 9 illustrates another graphical user interface (GUI) 

by observing the tracked object over time with each of the 
cameras. The Perspective-n-Point problem is solved to 
determine where in space each food item is relative to each 
camera. Knowing the 3D coordinates of the food item(s) for 45 

each camera allows the cameras to be calibrated to one 

950 on a touch screen display (e.g., tablet) for communi­
cating instructions and the status of food items with human 
kitchen workers in accordance with an embodiment of the 
invention. 

The GUI 950 shows a real time image of the grill 960 
including all food items 962 placed thereon. In the embodi­
ment shown in FIG. 9, the image is augmented with a callout 
label 970 to the side of the food item. The call out label is 
shown indicating the selected meat type or cut ( e.g., sirloin, 
ribeye, skirt, filet, porterhouse, etc.), cook level, desired 
time, and time remaining to complete cooking for the food 

another. An example technique for solving the Perspective­
n-Point is described in Xiao-Shan Gao et al. "Complete 
solution classification for the perspective-three-point prob­
lem," in IEEE Transactions on Pattern Analysis and 50 

Machine Intelligence, vol. 25, no. 8, pp. 930-943, August 
2003. item in view of the selected cook level. 

In other embodiments, two or more cameras can be 
calibrated through stereo pair matching, by looking for 
features which are similar between views and corresponding 
them. 

FIG. 8 illustrates a graphical user interface (GUI) 900 of 
a display for communicating instructions and status of food 
items with human kitchen workers in accordance with an 
embodiment of the invention. 

The GUI 900 shows an order window 910, grill window 
920, and assembly window 930. 

Order window 910 shows, in real time, different types of 
customer order information such as an eat in order 912 and 
to go order 914. Each order may feature identifying label, a 
food item, menu item, topping or other modification. As 
orders are received, the robotic kitchen assistant carries out 

As described above, the kitchen scene understanding 
engine, and particularly, the object tracker continuously 

55 updates the state of the system for all objects on the grill 
including their identity, location, and elapsed time. The food 
preparation supervisory engine determines what steps are to 
be completed next. For example, the food preparation super­
visory engine alerts the human worker to remove or flip a 

60 steak. The information can be displayed on the GUI to the 
human worker. 

GUI 950 additionally shows a tab for "free cook." By 
activating "free cook" the human worker can turn off the 
kitchen assistant timer or alerts in order to cook the food 

65 item as desired/customized to a level outside of the system's 
predetermined options. Indeed, embodiments of the inven­
tion are operable to prompt the human worker for a wide 
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range of inputs, each of which is used in computing instruc­
tions and preparing food as described herein. 

Still other modifications and variations can be made to the 
disclosed embodiments without departing from the subject 
invention. In embodiments, the processor is operable to 
transform and process the image data from the RGB cameras 
to a different or second color space such as the hue shift, 
saturation, and value (HSY) space. In the HSY color space, 
we have found that certain by-products generated in the 
kitchen are easier to detect including (a) smoke and fire 10 

arising from the grill, (b) char build up on the grill, and ( c) 
liquids such as liquid dripping from the meats as they are 
cooked on the grill. In embodiments, the processor is 
programmed and operable to utilize this HSY color space 
data as inputs or features to the models and modules 15 

discussed herein to assist in determining: (i) occlusion 
decisions (e.g., detect smoke occlusion for use in the occlu­
sion mask module 630), (ii) tracking rules (e.g., detect a 
dripping steak can be applied as a custom rule 624 for 
matching, and result in a higher probability to be a tracked 20 

based on detecting drippings), (iii) worker alerts for fire 
(e.g., detect excess smoke arising from cooking equip­
ment-send/display instruction to worker to immediately 
attend to fire), and (iv) worker alerts for the food preparation 
equipment condition ( e.g., grill contains char marks-send/ 25 

display instruction to worker to clean grill). Indeed, the 
processor may be operable to provide a wide range of alerts 
based on processing the image data in a second color space 
including without limitation smoke alerts, grill-clean alerts, 
and liquid or fire alerts. 30 

We claim: 
1. An automated food preparation assistant system for 

preparing a food item comprises: 
a first sensor configured to obtain first visible spectrum 

image data; 
a second sensor configured to obtain second visible spec­

trum image data; and 
at least one processor programmed and operable to: 

35 

20 
compute a current predicted location of the food 

object based on the selected filter; 
compare the current predicted location of the food 

object and a current measured location of the food 
object including applying custom matching reso­
lution rules for tracking unobserved food items if 
a non-food item is detected between the sensors 
and the unobserved food items; 

create an occlusion mask for the non-food item 
detected between the sensors and the unobserved 
food items; 

evaluate whether the food item is occluded based on 
the occlusion mask; and 

update the location of the food item only if the food 
item is not occluded; and 

determine an instruction relating to the food item. 
2. The system of claim 1, wherein the first processor is 

operable to run a convolutional neural network to detect the 
food object. 

3. The system of claim 2, wherein the convolutional 
neural network is trained to detect the food object from a 
common perspective view. 

4. The system of claim 3, wherein the instruction is a 
command for preparation of food items. 

5. The system of claim 4, further comprising a display, 
and the command is provided to the display. 

6. The system of claim 5, further comprising a robotic 
arm, wherein the command is provided to the robotic arm for 
executing the command. 

7. The system of claim 1, further comprising a hood 
mount for each sensor. 

8. The system of claim 1, wherein the processor is 
operable to select the unique filter from a plurality of filters 
based on whether the food object is stationary. 

9. The system of claim 1, wherein the first processor is 
operable to generate hue saturation value data from the first 
and second sensor, and input the hue saturation value data 
into a detection model to distinguish the food items being 
cooked from the outline of cooking by-products/matter from detect food objects of interest based on image data from 

the first sensor and image data from the second 
sensor, wherein the food objects comprise at least 
one food item and optionally, a non-food item, and 
wherein the detecting comprises computing location 
and identity of the food objects; 

40 previously cooked food items based on the hue saturation 
value data. 

track the location of the detected food objects, wherein 45 

the tracking comprises: 
select a unique filter from a plurality of filters based 

on the motion of the food object being tracked; 

10. The system of claim 1, wherein the non-food item is 
selected from a kitchen worker, an appendage of a kitchen 
worker, and a kitchen implement. 

11. The system of claim 1, wherein the applying the 
custom matching resolution rules comprises assuming a 
steak is under a steak weight if the steak weight is detected. 

* * * * * 
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